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Abstract

From electronic health records (EHRs), the relationship between patients’ conditions, treatments, and outcomes can be discovered and used in various healthcare research tasks such as risk prediction. In practice, EHRs can be stored in one or more data warehouses, and mining from distributed data sources becomes challenging. Another challenge arises from privacy laws because patient data cannot be used without some patient privacy guarantees. Thus, in this paper, we propose a privacy-preserving framework using sequential pattern mining in distributed data sources. Our framework extracts patterns from each source and shares patterns with other sources to discover discriminative and representative patterns that can be used for risk prediction while preserving privacy. We demonstrate our framework using a case study of predicting Cardiovascular Disease in patients with type 2 diabetes and show the effectiveness of our framework with several sources and by applying differential privacy mechanisms.

Introduction

The rapid growth of electronic health records (EHRs) provides rich information about patients’ conditions, treatments, and outcomes\textsuperscript{1}. EHRs have been widely used in various healthcare researches such as risk predictions\textsuperscript{2,3} and phenotyping\textsuperscript{4,5}. Yet, an often overlooked aspect of mining EHRs is the temporal nature of the data. As the data contains the previous and current status of patients, EHRs can be viewed as a sequential database chronologically ordered by date and time. Thus, sequential pattern mining (SPM) can be applied to EHRs to discover interesting, useful, and unexpected patterns that can be used by a predictive model to forecast the patient’s future disease status from the current and previous patient conditions.

Existing works performing SPM of EHRs have demonstrated its potential predictive power. For example, Wright et al.\textsuperscript{6} mined sequential patterns of diabetes medication prescriptions to predict the next medication to be prescribed. Ghosh et al.\textsuperscript{7} proposed to apply SPM to stream bed monitors in ICUs for predicting acute hypotension in critical care patients. Lee and Ho\textsuperscript{2} used a sequence of diagnosis codes in clinical records to predict chronic heart failure using SPM. However, the existing SPM-based methods assume all the EHRs are stored in a central repository or database. In practice, each healthcare system may have one or more clinical data warehouses to store all the patient data. Thus, one of the key challenges towards developing robust models that generalize across multiple systems is to mine data that are distributed across multiple locations or sources.

While mining distributed data itself can be challenging, a further complication arises from privacy laws. A key challenge related to large-scale analysis of EHRs is that the privacy of human subjects should be protected. Therefore, patient data in its original form cannot be transmitted without privacy guarantees that protect against some privacy attacks such as learning information about individuals from data release. To alleviate this issue, differential privacy\textsuperscript{8} (DP) has emerged as one of the strongest privacy guarantees for statistical data release of sources such as EHRs.

In this paper, we propose a privacy-preserving SPM-based framework for mining EHRs across multiple sources. Unlike existing SPM methods that work only for EHRs stored at a central (single) source, we propose to extract discriminative or representative patterns separately at each source, share the patterns in a DP-preserving manner to a centralized location, and use the patterns for future risk prediction. A major benefit of our framework is that it can guarantee patient privacy for each source separately and still achieve approximately the same overall predictive performance of the model as the central model. We demonstrate our framework using a case study of predicting cardiovascular disease in patients with type 2 diabetes. The experimental results illustrate the effectiveness and flexibility of our framework using different DP mechanisms with several sources.
Approximately 8.2% of the US population suffered from diabetes in 2018. Moreover, diabetes can lead to other health complications and often results in heavy economic burden. One common complication for patients with diabetes is cardiovascular disease (CVD) which refers to a number of heart-related conditions including heart disease, stroke, and heart failure. CVD incurs heavy health and economic burdens with a projected medical cost of $358 billion in 2015. There is also a strong correlation between diabetes and CVD. The mortality risk of CVD among people with diabetes is high; 65% (age 65 or older) die because of heart disease and 16% die of stroke. As the healthcare expenditure and resources are high in patients with diabetes and CVD, early intervention in CVD patients can lead to favorable health outcomes. Thus, we demonstrate our method to predict whether a patient with diabetes will develop CVD in the future.

**Background**

**Sequential Pattern Mining.** In the field of data mining, pattern mining is broadly used to discover interesting, useful, and unexpected patterns in the database. When the ordering of the events is important, SPM is proposed as a prominent solution. The goal of SPM is to find the set of all frequent subsequent patterns in the sequence database that satisfies a user-specified threshold $\theta$. Here, $\theta$ indicates the frequency of the subsequent pattern (also known as the support count) that appears in the database.

SPM can be applied to EHRs as it contains sequences of medical evidences and actions. As an example, in each patient’s visit (or encounter), ICD-9 or ICD-10 diagnosis codes are recorded. A sequence of encounters can be represented by listing each patient’s encounters in chronological order by the visit dates. Once, the sequence of encounters is constructed, any SPM algorithm can be applied to extract frequent subsequent patterns.

**SPM-based Framework in Risk Prediction.** To mine useful patterns that can be used for risk prediction, it is often helpful to find representative patterns that distinguish patients exposed to the disease (i.e., cases) from patients not exposed to the disease (i.e., controls). Lee and Ho refer to these representative patterns as discriminative patterns. In other words, a discriminative pattern is one that appears in one cohort but not in the other. These patterns can then be used as a feature representation for risk prediction. Figure 1 illustrates the process.

To obtain discriminative patterns, Lee and Ho proposed the application of SPM to extract all frequent subsequent patterns from the sequence of encounters of each cohort that satisfies the user-specified support count. A lower support count is used to extract more patterns to improve patient representation. However, the extracted patterns may be common patterns that exist in the other cohort. To discard these common patterns, patterns existing in the other cohort are filtered out to obtain discriminative patterns. However, this may be too restrictive as many of the discovered patterns exist in both cohorts. Thus, a threshold, $\tau$, was proposed to allow some patterns to exist in the other cohort but require a higher support count that satisfies $\tau$. Suppose the frequent subsequent pattern $p$ in cohort $c_1$ has a support count of 10. If $\tau = 2$ and $p$ has a support count of 5 in the other cohort $c_2$, then $p$ is a discriminative pattern for cohort $c_1$. This process is done for both cohorts to obtain discriminative patterns for each cohort.
**Differential Privacy.** To protect the privacy of a human subject, Differential Privacy (DP) was proposed. Under DP, the main goal is to learn useful information from the EHRs while nothing is learned about the patient. In other words, although any patient’s record is arbitrarily changed, the output of an algorithm should be approximately the same. The formal definition of DP is as follows.

**Definition 1.** (ε-Differential privacy) A privacy algorithm $K$ satisfies ε-differential privacy if and only if for all neighboring databases $D$ and $D'$ differing on at most one record and for any possible output $S \subseteq \text{Range}(K)$,

$$Pr[K(D) \subseteq S] \leq \exp(\epsilon) \times Pr[K(D') \subseteq S]$$

From the Equation (1), ε is a privacy budget which is a metric to determine how strict the privacy is. A smaller value of ε offers better privacy protection. Common DP mechanisms to achieve ε differential privacy is the Laplace mechanism and Exponential mechanism. Laplace mechanism achieves ε differential privacy by adding a random noise sampled from the Laplace distribution to a statistical measure, and the Exponential mechanism uses exponential distribution for adding noise.

**Differential Privacy in Multiple Distributed Sources.** Many DP mechanisms are proposed for a traditional centralized source where all data is located in a single source. There are cases when the data is distributed across multiple sources (decentralized sources). For such cases, federated learning is used to train the model across multiple decentralized sources without the sharing of raw data. And for sensitive data such as EHRs, privacy is an important issue when using federated learning. Thus, many frameworks are proposed for federated learning with DP which collaboratively train the model while preserving privacy. For example, Truex et al. proposed to combine DP and secure multiparty computation (SMC) in a federated learning system to address the risk inference during the model learning process, and Choudhury et al. proposed to apply DP in distributed EHRs for prediction of adverse drug reaction and mortality rate. However, for the SPM-based federated learning framework, we propose to apply DP mechanisms to support counts of subsequent patterns in multiple decentralized data sources for privacy guarantee.

**Methods**

In this section, we propose our SPM-based framework for distributed EHRs. We first show a framework that trains the model individually for each data source (no aggregation framework), then we propose a framework that collaboratively trains the model by sharing the patterns from each data source while preserving the privacy (aggregation framework).

**SPM-based Framework with No Aggregation.** For the SPM-based framework with no aggregation, we introduce a federated learning-based technique that does not share any patient information across different data sources. Given distributed data sources, we apply the SPM-based framework and train the risk prediction classifier for each source separately. It is important to note that we call the obtained discriminative patterns as “local” discriminative patterns as it is obtained within a single data source. Once the local discriminative patterns are extracted from each cohort, we construct a feature representation based on these patterns. From the obtained patterns, we use the top $k$ discriminative patterns based on their support counts from each cohort and use it as our feature representation for risk prediction. We use the existence of the pattern as a feature for the machine learning classification model. Suppose the top 2 discriminative patterns are extracted, $p_1$ and $p_2$ from cohort $c_1$, and $p_3$ and $p_4$ for cohort $c_2$. We construct a feature representation as $[p_1, p_2, p_3, p_4]$, and set the feature to be the existence of the pattern. For example, if one patient contains patterns $p_1$ and $p_4$, then the feature of this patient will be $[1, 0, 0, 1]$. This representation is depicted in Figure 2(a). As illustrated in the figure, all processing is performed “locally” for each data source, and none of the pattern information is shared between other data sources. In addition, each classifier is trained locally using only the patients from the same data source. One limitation of this framework is that discriminative patterns from other data sources are not used which can be more important. The disease prevalence can vary depending on location and populations, thus, to learn a stronger classifier, it may be necessary to use information from other data sources.

**Privacy-preserving SPM-based Framework with Aggregation.** To alleviate the limitation, we propose a SPM-based framework with aggregation that uses a centralized server to aggregate local discriminative patterns from all data sources and selects the top $k$ global discriminative patterns which are used to train each classifier for the data source. Similar to the SPM-based framework with no aggregation, we apply SPM to each data source, extract frequent subsequent patterns, and obtain local discriminative patterns for each cohort. However, unlike the SPM-based framework...
with no aggregation, we use “global” discriminative patterns as a feature representation instead of “local” patterns. We aggregate all local discriminative patterns from each data source into a single list. In other words, there will be two lists of global discriminative patterns for each cohort (i.e., one for the case and one for control). When aggregating the patterns from a centralized location for each cohort, we take the union of patterns and do the summation of the support counts of each pattern. From this aggregated list of patterns, we select the top \(k\) discriminative patterns and use them as the feature representation. These top \(k\) patterns are then shared back to the original source to train classifiers of each source. It is important to note that although all the local classifiers share the same global discriminative patterns, only the patients from one data source are used to train each classifier. The illustration of the framework is shown in Figure 2(b).

Unlike the SPM-based framework with no aggregation, this framework aggregates local discriminative patterns from all data sources into a centralized server. As patient information is shared across data sources, privacy protection becomes necessary. Therefore, once the frequent subsequent patterns are extracted from each cohort, we apply a DP mechanism such as Laplace mechanism\(^8\) or Exponential mechanism\(^15\) to the support counts of each pattern. The noisy support counts will be used to extract local discriminative patterns from each data source and also used when aggregating local patterns from all data sources into a centralized server. This may lead each cohort to extract a different set of local discriminative patterns compared to the framework without DP because it will make some patterns that were not frequent to become frequent and vice versa under a specific threshold. In this way, although the framework is using global discriminative patterns, privacy can be preserved by not sharing the exact patient support count information from the data source. Later, we demonstrate that the results of applying DP mechanisms will only cause a marginal decrease in predictive performance compared to the results without applying DP.
Experiment Settings

**Dataset.** We use Project NeLL™ (Nursing electronic Learning Laboratory), a database that contains de-identified electronic health records from more than 1 million patients seen at Emory Healthcare from 2012 to 2018. It contains over 8 million unique records, including structured text (e.g., lab values) and unstructured text (e.g., clinical notes, radiology reports). Patients with type 2 diabetes are identified using the ICD-9 code of ‘250.*’ or the ICD-10 code of ‘E11.*’. Note that only patients with the admitting, discharge, or final diagnosis of type 2 diabetes are used, thus ensuring that these patients are more likely to suffer from the disease. These patients who then develop cardiovascular disease (CVD) are identified using the ICD-9 codes of ‘428.*’ or ‘414.*’ or the ICD-10 codes of ‘I50.*’ or ‘I25.*’ (those relating to chronic heart failure and coronary heart disease). Only patients who developed CVD after diabetes are considered (i.e., any patient that had pre-existing CVD prior to diabetes is not considered in our cohort) and only the ICD-9 codes before the CVD is recorded are used. Also, any patients who have only one visit are excluded as there aren’t sufficient events to model.

From the patient records, we use demographic variables such as gender, age, and race. Each encounter of patients is listed chronologically based on their visit dates. For the purpose of this study, we focus only on the discharge diagnosis codes associated with each encounter. Instead of fine-grained ICD-9 codes, Clinical Classifications Software (CCS) codes, a categorization scheme for the International Classification of Diseases, is used to group ICD-9 into broader categories to yield better interpretability of the patterns. For each visit, there can be multiple CCS codes. Moreover, each patient has a different number of visits with the length of the sequence of encounters varying from 2 to 546 with an average sequence length of 12.65.

**Case-Control Cohort Study.** Given the imbalanced ratio of CVD patients to non-CVD patients, we designed a case-control study to identify useful sequences of events. Without this process, the extracted patterns will be dominated by non-CVD patients. Thus, we matched non-CVD patients to CVD patients in a ratio of 4 : 1. Patients are grouped based on the age when diabetes was first diagnosed as well as their ethnicity. The top 4 nearest patients based on Euclidean distance from the non-CVD patients are then matched to the CVD patients such that each non-CVD patient is from the same race and of a similar age as a CVD patient. Therefore there will be at most 4 non-CVD patients for every CVD patient. The resulting dataset contains 2,112 patients with CVD and 10,464 non-CVD patients, representing 34% of patients from the original dataset.

**Experimental Design.** To construct the sequences of encounters, we only consider encounters after the date of diabetes were developed. We also adopt the FuzzyGap sequence representation to construct the sequence of encounters. This representation is constructed by setting a user-specified boundary range – encounters within the boundary between two intervals will be added to both intervals. We set the interval to 1 month, where encounters within the same month are recorded into a single encounter and 12 days for the boundary range. We note that FuzzyGap also captures gap-sensitive frequent patterns such as \{CCS codes\}, \{\}, \{CCS codes\} which allows an empty encounter between two encounters each with a set of CCS codes. After processing the sequence of encounters to be in FuzzyGap sequence representation, we end up having 2,112 CVD patients and 7,998 non-CVD patients after excluding patients who have only one interval.

To evaluate the efficiency of our framework, we split the dataset into several partitions (or data sources). We explore 4 different partition settings: 1, 2, 4, and 8. Partition setting with 1 represents the single data source. For simplicity, we will denote these settings as \(n=1\), \(n=2\), \(n=4\), and \(n=8\) for the partition settings 1, 2, 4, and 8, respectively. For each partition setting (e.g., \(n=4\)), we evaluate 5 different random partitions. And for every random partition, there is a train-test split with a ratio of 70% and 30% respectively, and this is done 3 times by randomly selecting patients for train-test splitting. In total, we are running 15 experiments for each partition settings. For every train-test split, we have 7,078 patients in the train set and 3,032 patients in the test set.

While there are several fast and memory-efficient SPM algorithms such as FAST, CM-SPADE, and CloFast, our preliminary experiments using these algorithms implemented in the SPMF library ran out of memory or only could obtain patterns with high support count (on a machine with 100GB of RAM). Thus, we discovered patterns by performing a sequential pairwise comparison between two patients as used in FuzzyGap. As Lee and Ho discussed previously, the predictive power is similar between other SPM algorithms and pairwise comparison.
To select the best top $k$, we first evaluate various top $k$ settings (from 40 to 700) in the $n=1$ setting without any DP mechanisms. Note that top $k$ means $k$ discriminative patterns from each class, hence, $2 \times k$ patterns are used as the feature representation. For extracting the discriminative patterns, we use the filtering threshold, $\tau = 2$, which allows some patterns to exist in the other cohort. Once we select the best top $k$ from $n=1$, we use the same top $k$ throughout the remaining experiments.

To evaluate the impact of DP mechanisms on our SPM-based framework with aggregation, we apply three DP mechanisms, Laplace mechanism$^8$, Exponential mechanism$^{15}$ and SVT$^{16}$. For consistency, the privacy budget, $\epsilon = 0.1$ is used as 0.1 is a small value for $\epsilon$ and it provides strong privacy protection.

**Evaluation Metrics.** We evaluate the risk prediction task using the F1 score and area under the receiver operating curve (AUC). In addition to evaluation using the predictive task, we also evaluate our framework based on the recoverability of the discriminative patterns with a single data source. We use precision and recall in the information retrieval context which is defined as below.

\[
\text{precision} = \frac{|\text{relevant} \cap \text{retrieved}|}{|\text{retrieved}|} \tag{2}
\]

\[
\text{recall} = \frac{|\text{relevant} \cap \text{retrieved}|}{|\text{relevant}|} \tag{3}
\]

For both metrics, relevant refers to the discriminative patterns extracted from the single data source, and retrieved denotes the discriminative patterns extracted from the distributed sources. Only the top $k$ discriminative patterns from each class are compared and those patterns are used as the feature representation.

**Empirical Results**

In this section, we use the term “no aggregation” for the SPM-based framework with no aggregation and no privacy, “no privacy” for SPM-based framework with aggregation and no privacy, and “Laplace”, “Exponential”, and “SVT” for privacy-preserving SPM-based framework with aggregation using different DP mechanisms. Note that the reported results are the average of all 3 trials.

**Selecting Top $k$.** When applying the no aggregation framework to $n=1$ setting, many patterns are extracted. For example, in our case-control study, we discovered 924 discriminative patterns for CVD while 27,360 discriminative patterns are discovered for non-CVD patterns. Since the patterns are used for risk prediction, direct usage of all patterns may not yield desirable results due to the potential overfitting of the downstream predictive models. Thus, we use the top $k$ discriminative patterns from each class, resulting in $2 \times k$ patterns used as the feature representation.
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**Figure 3:** The F1 score and AUC results of risk prediction in $n=1$ setting. The results are using the SPM-based framework with no aggregation with various top $k$ values without any DP mechanisms. Note that top $k$ means selecting top $k$ discriminative patterns from each class, hence in total, we are using $2 \times k$ patterns as the feature representation.
Table 1: The number of discriminative patterns discovered. The reported numbers are the average of partition settings out of 5 different random partitions with 3 different train-test split.

<table>
<thead>
<tr>
<th>Model</th>
<th>2 partitions</th>
<th></th>
<th>4 partitions</th>
<th></th>
<th>8 partitions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CVD patterns</td>
<td>non-CVD patterns</td>
<td>CVD patterns</td>
<td>non-CVD patterns</td>
<td>CVD patterns</td>
<td>non-CVD patterns</td>
</tr>
<tr>
<td>No aggregation</td>
<td>100</td>
<td>100</td>
<td>85</td>
<td>100</td>
<td>29</td>
<td>100</td>
</tr>
<tr>
<td>No privacy</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Laplace</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>82</td>
<td>100</td>
</tr>
<tr>
<td>Exponential</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>86</td>
<td>100</td>
</tr>
<tr>
<td>SVT</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>90</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 4: The results show the impact of applying various DP mechanisms in various partition settings. The results are reported on the average of 5 trials of different partition settings, and 3 different train-test split. For recoverability, precision and recall are used and the results are compared with \( n=1 \) setting (w/o DP) to check the percentage of the discriminative patterns being found from each partition. F1 score and AUC is used to evaluate the predictive power. The black dotted line in (c) and (d) are the results of \( n=1 \) setting. All the results are using \( k=100 \).

To select the best top \( k \) used throughout the remaining experiments, we evaluated \( k \) between 40 to 700. Figure 3 illustrates the results on the F1 score and AUC using various top \( k \) without any DP mechanisms on no aggregation framework with 1 partition. The top \( k \) in the x-axis denotes \( k \) number of discriminative patterns from each class, thus 100 means, in total, 200 patterns are used as a feature representation. From \( k=50 \) to \( k=100 \), both results improve rapidly while after \( k=100 \), F1 score improvement becomes marginal and AUC gradually increases. This means that not all discriminative patterns are useful for risk prediction. Thus, throughout the remainder of the experiments, we fix \( k \) to be 100.

Impact of Partitions. Figure 4 summarizes the recoverability and predictive power of the resulting patterns for each
partition setting. To compute the precision and recall, we use the top 100 discriminative patterns from each partition setting (excluding n=1) as ‘the ‘retrieved” set in the Equation (2) and (3), while the top 100 discriminative patterns from n=1 are used as “relevant”.

As shown in Figure 4(a), precision stays constant for no aggregation. To better understand this, the number of discriminative patterns obtained by each partition setting is shown in Table 1. From the no aggregation row in the table, we observe that less than 100 discriminative patterns are returned when the number of partitions exceeds 2. Moreover, the number of CVD discriminative patterns decreases as the partition increases. As the “retrieved” patterns in the denominator become smaller in Equation (2), the precision should increase. However, the precision for no aggregation stays constant, and this indicates that the recoverability of CVD patterns is low and the precision of no aggregation is more related to non-CVD patterns because the number of CVD discriminative patterns decreases while the number of non-CVD discriminative patterns stays the same as the number of partition increases. On the other hand, for no privacy, the precision decreases as the number of partition increases, and as shown in Table 1, all the partition settings return the same number of discriminative patterns. This indicates that partitioning results in the loss of some important patterns (patterns with high support count in n=1 setting). From Figure 4(b), we observe that the recall decreases as the number of partition increases for both no aggregation and no privacy. Similar to the precision of no privacy, the size of |relevant ∩ retrieved| is decreasing by failing to extract important patterns, thus recall decreases.

Both F1 score and AUC decrease as the number of partition increases as shown in Figures 4(c) and (d) which follow a similar trend as recall. This shows the importance of discriminative patterns and indicates that as the number of partition increases, more important discriminative patterns are being lost. This is especially true for no aggregation, as it is not using global discriminative patterns. The low recoverability of CVD discriminative patterns for no aggregation causes the predictive power to decrease. From the Figures 4(c) and (d), a larger number of partitions results in a marginal decrease in terms of predictive power for no privacy, and also shows that there is a marginal decrease compared to n=1. However, for no aggregation, predictive power drastically decreases as the number of partition increases, and this shows the importance of using global discriminative patterns by aggregation.

**Impact of Differential Privacy.** We kept the same partition settings (i.e., 2, 4, 8) and evaluated the impact of various DP mechanisms. Figure 4 shows the results of applying various DP mechanisms with ε = 0.1 and are denoted as Laplace, Exponential, and SVT. Figure 4(a) shows that all privacy-preserving frameworks show a similar trend but different from no privacy. From Table 1, we can see that the number of discriminative patterns decreases as the number of partition increases for all three DP mechanisms. And the increment of precision from n=4 to n=8 is a result of the number of discriminative patterns (or “retrieved” patterns) in the denominator becoming smaller in Equation (2). The decrease of precision from n=2 to n=4 for all DP mechanisms occurs as not all important global discriminative patterns are obtained from aggregation because the number of discriminative patterns returned is close to or equal to 100 as shown in Table 1. For recall shown in Figure 4(b), it follows a similar trend as no privacy which was explained previously.

The predictive performance in terms of F1 score and AUC are shown in Figure 4(c) and (d) respectively. They show that no privacy outperforms all other frameworks and suggests the importance of discriminative patterns. In other words, as the framework can discover more important discriminative patterns, the predictive power increases. For all DP mechanisms, they show a similar trend in predictive power which is decreasing as the number of partition increases. By comparing the results with no privacy and DP mechanisms, it shows that there is a trade-off by having a privacy guarantee, however, there is a less sharp loss than no aggregation. For the AUC of n=4, no aggregation has a higher score than Laplace and Exponential. This suggests that the framework using Laplace and Exponential mechanisms discover less important discriminative patterns which result in a lower score than no aggregation. In other words, by applying the Laplace and Exponential mechanisms, important discriminative patterns are discarded and discriminative patterns with low support counts are returned. And for SVT, although it has a similar recall with no aggregation, it uses 15 more CVD discriminative patterns than no aggregation, thus, having higher AUC. For n=2 setting, as shown in Figure 4(d), Exponential, SVT, and no aggregation has similar AUC score while Laplace has slightly lower AUC. This again emphasizes the importance of discriminative patterns as all 4 frameworks have an equal number of discriminative patterns. The difference between all performance except no aggregation is marginal across the number of partitions compared to the n=1 setting. Overall, our results suggest that our framework has minor trade-offs for preserving
Discussion and Conclusions

In this paper, we propose a privacy-preserving SPM-based framework with aggregation and show the effectiveness of our method. In a large-scale analysis of EHRs, protecting patients’ information is an important task, and we have shown that our privacy-preserving framework has almost similar predictive power with the framework without using DP. One limitation of the work is the usage of single real-world EHRs. As disease prevalence can vary depending on location and populations, it is important to use heterogeneous populations because single EHRs typically reflect more homogeneous populations. Another limitation is the even size of the partitions. In practice, EHRs can be stored in one or more data sources but not evenly distributed. When extracting discriminative patterns, local discriminative patterns extracted from a larger data source could dominate other local patterns, resulting in their emergence as global discriminative patterns. One possible extension is to use a weight-based aggregation to prevent one set of local discriminative patterns from dominating others. The last limitation is using only the ICD-9 codes of the patient. One possible extension is to use more information such as procedure codes or prescriptions. However, using multiple information will require more computational resources for pattern extraction. Nevertheless, our framework shows promising results, thus we leave this as future work.

In conclusion, we presented the privacy-preserving SPM-based framework with aggregation for predicting CVD risk in sequences of encounters. To demonstrate the efficiency, we compared the three frameworks (no aggregation, aggregation but no privacy, aggregation with privacy) and show the importance of discriminative patterns. Our experimental results suggest that there are minor trade-offs by applying DP mechanisms. Overall, the prediction results show the effectiveness of the framework with and without applying DP using the extracted discriminative patterns.
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