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Abstract— Predicting and preventing cardiac arrest is one
of the biggest challenges of contemporary cardiology, as a
patients survival depends on the effectiveness of the emergency
response teams. While “black-box models have shown to have
better predictive accuracies for cardiac risk stratification, early
warning scoring systems are more prominent in the hospital
setting due to their ease of implementation and interpretability.
We propose a temporal transfer learning approach to utilize
information from adjacent time points to yield an early cardiac
arrest prediction model that is robust in predictive accuracies
as well as maintains the interpretability of the model coeffi-
cients. Our model estimates the logistic regression coefficients
simultaneously for various time points to share knowledge from
different observation windows. This framework can overcome
small sample size issues, and result in robust estimation of
the model coefficients. We find that our model consistently
outperforms a logistic regression model fit only on vital sign
data from a single time slice for 763 intensive care unit patients.
Moreover, we find that the estimated coefficients from our
model captures temporal trends in the data.

I. INTRODUCTION

One of the great challenges of contemporary cardiology
is the prediction and prevention of cardiac arrest. Sudden
cardiac death claims approximately 300,000 lives in the
United States annually [1], with an in–hospital mortality rate
of ∼ 80%. Survival depends heavily on the effectiveness of
emergency response with the most important intervention is
early defibrillation as a patient’s survival decreases by 10%
with each minute of delay [1], [2]. Cardiac arrest prediction
and prevention is an active area of research with an increased
focus on risk stratification algorithms as medical resources
(e.g., doctors, nurses, beds) are limited.

Current risk–stratification systems are based on clinical
judgement and traditional vital signs including heart rate,
respiratory rate, blood pressure, and temperature [3], [4],
[5]. These early warning systems, while prevalent in many
hospital systems due to the ease of implementation, fail to
capture temporal patterns in the physiological measurements
and also suffer from the ability to accurately identify high-
risk patients with sufficient intervention time. Studies have
shown that temporal changes can help better characterize
changes in the risk of cardiac arrest patients [6], [7], [8], [9].
However, these models are less interpretable in comparison
with the risk–stratification systems due to the “black”-box
nature. We propose TTL-Reg, our temporal transfer learning
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based model, which utilizes information from other time
points to improve early cardiac arrest prediction while main-
taining model interpretability. Our results on 763 intensive
care unit (ICU) patients illustrate the benefit of learning
from different perspectives to yield a robust early prediction
model.

II. TTL-REG

Our objective is to build a cardiac arrest risk prediction
model capable of early notification at time z (z ≥ 5 hours
prior to the event). If only data observed at least z hours
before the event is used to fit a logistic regression model,
not only will the number of samples be relatively low but
also result in an overfit model. Figure 1 shows the estimated
parameters from six different logistic regression models
learned only on data observed at least z hours before the
event amongst 763 ICU patients. The estimated coefficients
vary significantly from one time to the next even for a
relatively small time interval (1 hour). The question then
is whether or not information from adjacent time points can
be used to improve the coefficient estimation process as well
as yield a robust predictive model.

We postulate that knowledge sharing from other time
points both directly preceding and succeeding z can be
utilized for robust parameter estimation and improve early
cardiac arrest prediction. Transfer learning is an area of
research in machine learning that focuses on knowledge
transfer between different but related problems [10]. Under
the transfer learning paradigm, we can pose the estimation
of the logistic regression coefficients at the various time
points as related problems, which allows the model at time z
to learn from different time perspectives. Our model, TTL-
Reg, uses a temporal regularization approach to smooth the
estimated coefficients between adjacent time points. Thus the
coefficient estimation at time z borrows knowledge from the
time point before (z − 1) and after (z + 1).

We have a stream of data D that contains multiple mea-
surements for each patient and time point [X1,X2, · · · ,XT ],
where the time point refers to the data that is observed at least
t hours before the event time. It is important to note that for
the same patient and two different time points, t and t+ 1,
the observations xt and xt+1 can be drastically different.
We denote the loss function of the logistic regression model
for a particular time point t as `(yt,Xtβt), where yt is
a binary vector that represents whether or not the patient
experiences cardiac arrest t hours later, and βt are the
estimated coefficients for our model. To utilize information
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Fig. 1. Trajectories of the estimated coefficients for different time points
for one train–test split.

from different time perspectives, we regularize the differ-
ence between the coefficients of two adjacent time points,
λ||βt − βt+1||22. The regularization parameter, λ, controls
the amount of information that is shared between two time
points. Higher values of λ will drive the coefficients to be
similar to one another, while lower values of λ allow for
some freedom between two adjacent time points. Our method
for achieving temporal smoothing between the coefficients is
related to a technique known as isotropic total variation in
the digital image processing world. The objective function
for our temporal transfer learning approach is summarized
in Equation (1).

f(β) =

T∑
k=1

`(yk,Xkβk)−
T−1∑
k=1

λ

2
||βt − βt+1||22

−
T∑
k=2

λ

2
||βt − βt−1||22 (1)

As there is no closed form solution for maximizing the
logistic loss function for a single time point, let alone
multiple time points simultaneously, we take an iterative
approach. We solve for each time point, t given the estimated
coefficients for the adjacent time points, t−1 and t+1. Thus
at each step, we maximize the function shown in Equation
(2) with respect to βt, with estimates of the other coefficients
β̂t−1 and β̂t+1.

f(βt) = `(yt,Xtβt)−
λ

2
||βt − β̂t+1||22 −

λ

2
||βt − β̂t−1||22

(2)

We can transform the objective in Equation (2) into a familiar
form by introducing a new variable α = βt− βt−1+βt+1

2 . The
transformed function, illustrated in Equation (3), is simply
an `2-regularized logistic regression model with an offset.
Therefore, we can utilize existing software packages (e.g.,
glmnet in R) to estimate the parameters of our model.

f(α) = `

(
yt,Xtα+Xt(

βt−1 + βt+1

2
)

)
− λ||α||22 (3)

Algorithm 1: Pseudocode for TTL-Reg
Data: X1, · · · ,XT ,yt, · · · ,yT , λ
Result: β1, β2, · · · , βT
while not converged (||β(i) − β(i−1)||F ) do

for t = 1, · · · , T do
#Calculate offset
if t == 1 then

offsetAmt = βt+1

else if t == T then
offsetAmt = βt−1

else
offsetAmt = βt−1+βt+1

2
end
# Fit ridge logistic regression
logModel = ridge(Xt, yt, λ, offset=-offsetAmt)
βt = coef(logModel) + offsetAmt

end
end

Note that for the corner cases (t = 1 or t = T ), the new
variable α is simply defined as the difference between the
relevant adjacent time point (i.e., α = β1−β2). The pseudo–
code for TTL-Reg is shown in Algorithm 1.

III. EXPERIMENT

A. Data

Our study was conducted on ICU patients who were
between the ages of 50 and 75 at the time of admission
from the MIMIC-II database [11]. We analyze the following
sets of patients:

1) Cardiac arrest patients who had either an asystole or
ventricular tachycardia event. The index time for these
patients is the time of the first event that is recorded
in the event table.

2) Non-cardiac arrest patients who did not experience
either an asystole or ventricular tachycardia event. The
index time for these patients is randomly sampled from
their hospital stay.

We focused on six commonly observed clinical measure-
ments and one derived measurement prior to the index
time. Our variables include temperature (temp), peripheral
capillary oxygen saturation (spo2), heart rate (hr), respira-
tory rate (rr), diastolic blood pressure (dBP), systolic blood
pressure (sBP), and pulse pressure index (ppi) which is the
difference between systolic and diastolic blood pressure over
the systolic pressure. We identified 6 time points of interest
for our study, which ranged from 1 to 6 hours before the
event in hour increments. For each time point, we used the
last observed measurement within a 12–hour sliding window
to construct our feature matrices Xt. For example, for the
time point of 1 hour, we consider data from 13 hours to
1 hour before the event time. This process is illustrated in
Figure 2.

We identified 901 elderly patients from 27,542 adult
hospital admissions that spent at least one day in the hospital
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Fig. 2. The data generation process for our study. Each time point only
considers data from the 12 hours preceding it.

and had at least one measurement of height. 763 of the
901 patients had at least one observation (out of the 6
clinical measurements) in all 6 time points of interest. Of
these 763 patients, 197 of them experienced a cardiac arrest
event (∼ 25.8% prevalence) with the other 566 classified as
normal. The data is standardized for each variable across all
the patients and possible time points. Therefore the mean and
variance of a variable in one of the time points of interest
need not necessarily be 0 and 1, respectively. For the missing
values, we imputed the values based on the median from
patients of the same gender and similar ages, which has been
shown to be fairly effective [12].

B. Evaluation Measure

We evaluated the performance of our temporal smoothing
model against logistic regression models that were built using
each individual time point. Our study used the Monte Carlo
cross-validation technique – 10 random training and test
splits were created with a 70% - 30% split. We maintained
the same prevalence of cardiac arrest patients across the
training and test sets. Each model was fit using on the
training data and the area under the receiver operating curve
(AUC) is measured on the held out 30% test set.

IV. RESULTS

A. Baseline Models

TABLE I
BASELINE AUC SCORES

Train Test

Hour Mean SD Mean SD

1 0.6588 0.0155 0.6137 0.0289
2 0.6612 0.0116 0.6138 0.0208
3 0.6483 0.0174 0.6068 0.0320
4 0.6777 0.0112 0.6220 0.0230
5 0.6522 0.0125 0.5941 0.0328
6 0.6467 0.0179 0.6306 0.0397

Our baseline models consist of 6 separate logistic regres-
sion models, each is trained on data for each individual time
point. Table I summarizes the AUC scores across the 10
random splits for both training and test. The results illustrate
the difficulty of cardiac arrest prediction with the highest
AUC of 0.63. The statistically differences between training
and test also suggest that the models may suffer slightly
from overfitting. Moreover, we can see that predicting cardiac

arrest at least 5 hours prior to the event is an extremely
difficult task compared to the other time points.

Figure 1 illustrates the estimated coefficients across the
6 different time points. Although a single split is shown
for visualization purposes, the other 9 train–test splits yield
similar characteristics. From the figure, we can see that the
coefficient values for pulse pressure index, systolic blood
pressure, and temperature undergoes drastic changes (includ-
ing changing signs). Given the time interval is only one
hour, one would expect the coefficients from the neighboring
points to be similar to one another. Otherwise, how does
one explain that if a patient has the same observed pulse
pressure index at time point 4, 3 and 2, the measurement
goes from a positive effect (time point 4) to negative effect
(time point 3) back to a positive effect (time point 2) on the
log odds of a cardiac arrest event within the span of 3 hours?
This phenomenon suggests an overfitting of the training
data at each time point. Moreover, the high variation in the
coefficients across adjacent time points makes it difficult to
discern a general trend in the coefficient trajectory.

B. Regularization Parameter Effect

We first examine the effect of the temporal smoothing
regularization parameter, λ on prediction accuracy. The pa-
rameter space is varied evenly on the log scale between 0.01
and 100. Figure 3 illustrates a boxplot of the resulting AUC
scores across the 6 time points and 5 regularization param-
eters. From the figure, we can see that higher regularization
generally helps improve the predictive accuracy of the model.
This phenomenon is consistent at most of the time points
except for 6 hours before the event. At the six hour time
point, we see a decrease in the AUC scores, which suggests
too much regularization may provide too much smoothing
and underfit the data.

In addition to the boxplot of the AUC scores for TTL, the
black line in Figure 3 represents the mean test AUC from our
baseline model (Table I). The results suggest that TTL-Reg
helps improve the predictive performance of our model over
the baseline models. The difference in AUC is especially
prominent in time points 5 and 6, with a noticeable rise for
λ ≥ 1 for cardiac arrest prediction 5 hours before the event.
The figure illustrates the potential of TTL-Reg to help build
a robust early cardiac arrest prediction model by learning the
coefficients from multiple time perspectives.

C. Coefficient Interpretation

Given the results from Figure 3, we chose λ = 1 for
the optimal regularization parameter as it seems to perform
comparably across all six different time points. Figure 4
displays the estimated coefficients across the 6 different time
points. Although a single split is shown for visualization
purposes, the other 9 train–test splits yield similar plots and
have been omitted. In contrast to the estimated coefficients
for individual learned models at each time point (Figure 1),
there is a smoothness to the coefficient trajectories over the
different time points. The gradual increase and decrease in
the estimated coefficient pathways allow us to discern trends
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Fig. 3. Boxplot of the AUC scores across the 10 random splits with
different regularization values. The black line represents the mean AUC
from the baseline model shown in Table I.
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Fig. 4. Trajectories of estimated coefficients for different time points via
TTL-reg with λ = 1.

from the estimated coefficients. For example, we can see that
the impact of systolic blood pressure increases the closer we
get to the event time. Meanwhile, the respiratory rate which
had little effect at time point 6 transitions to a negative effect
on the log odds of a cardiac arrest event, while the opposite
holds true for a patient’s temperature. The figure also shows
that the effect of heart rate and pulse pressure index stay
fairly constant throughout all the time windows. TTL-Reg
not only maintains the model interpretability benefits of
logistic regression, but it also can capture temporal trends
across different time points which can potentially uncover
new knowledge for doctors.

V. DISCUSSION

In this paper, we introduced TTL-Reg, a temporal trans-
fer learning based model to learn a robust cardiac arrest
prediction model. The algorithm learns from different time
perspectives by smoothing the estimated coefficients of lo-
gistic regression from adjacent time points. We show that
the parameters of TTL-Reg can be solved iteratively using
existing software packages by transforming the objective
function into an `2-regularized logistic regression model. Our
model not only yields a coefficient trajectory that can be
easily interpreted and potentially uncover new trends but also
results in improved early prediction of cardiac arrest patients.
The results on 763 ICU patients illustrates the potential of
our temporal transfer learning approach.

TTL-Reg can be enhanced from several aspects. From the
application perspective, we should examine the coefficient
trajectories via a panel of doctors and domain experts to
see if it makes medical sense. Our model can also be
generalized to more diseases such as predicting other high–
mortality events such as septic shock. In addition, it can
also be utilized beyond the ICU setting to more generic
settings including hospital readmissions and emergency room
visits. From the technical aspect, we can explore different
forms of regularization including `1 and `0 norms. We can
also expand the base algorithm to include more complex,
non–linear models such as decision trees, support vector
machines, and neural networks. Moreover, for these more
complicated models, understanding the effect of the model
on the interpretability of parameter smoothing is a research
topic within itself. Finally, theoretical justification of the
temporal smoothing can be explored both from a generative
or discriminative model perspective.
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