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Abstract—To keep pace with the increased generation and
digitization of documents, automated methods that can improve
search, discovery and mining of the vast body of literature
are essential. Keyphrases provide a concise representation by
identifying salient concepts in a document. Various supervised
approaches model keyphrase extraction using local context to
predict the label for each token and perform much better
than the unsupervised counterparts. However, existing supervised
datasets have limited annotated examples to train better deep
learning models. In contrast, many domains have large amount
of un-annotated data that can be leveraged to improve model
performance in keyphrase extraction. We introduce a self-
learning based model that incorporates uncertainty estimates
to select instances from large-scale unlabeled data to augment
the small labeled training set. Performance evaluation on a
publicly available biomedical dataset demonstrates that our
method improves performance of keyphrase extraction over state
of the art models.

Keywords: Keyphrase Extraction, Document Summariza-
tion, Biomedical text processing

I. INTRODUCTION

Keyphrase extraction is an important information extraction
task that identifies single or multi-word linguistic units to
concisely represent a document. The keyphrases also provide
a brief summary of the document content. Keyphrases are
widely used in variety of natural language processing (NLP)
tasks such as document summarization [1], [2], text classifica-
tion [3], and recommendation systems [4]. Existing keyphrase
extraction methods either take a supervised or unsupervised
approach. Common unsupervised approaches are graph-based
ranking algorithms where each word is a node and edges
connect words that co-occur within a specified window size.
While unsupervised approaches are desirable for datasets with
limited ground truth values, most such methods perform worse
compared to the supervised counterparts [5].An example of a
biomedical abstract with annotated keyphrases is shown in Fig
??.

The supervised keyphrase extraction approaches use classi-
fication to label every token by using features such as part-of
speech tags, term-frequency inverse document frequency (tf-
idf), and the position of the token in the document. Recently,
deep learning (DL) models have been employed for keyphrase
extraction. Several works posed the problem as a sequence
labeling task and applied long short term memory (LSTM) and

conditional random fields (CRF) to tag each token in document
as positive (is part of a keyphrase) or negative [6], [7]. This
approach has the benefit of considering the whole document
sequence when assigning labels instead of independently clas-
sifying each token to capture semantic dependencies among
tokens in the entire document. While supervised DL-based
methods achieve state of the art results in keyphrase extraction
tasks, their performances lag behind other common NLP tasks
such as text classification and Named Entity Recognition
(NER) due to lack of large annotated datasets, especially in
the scientific domain.

One way to overcome the lack of annotated data is to lever-
age the widely available scientific articles published online in
a semi-supervised fashion. Even though a small percentage
of these documents contain human annotated keyphrases, the
unlabeled documents can be used to learn better representa-
tions. We propose to make use of these large scale unlabeled
scientific articles by using self-training and uncertainty esti-
mation to improve the performance of supervised keyphrase
extraction.

Our model, based on the sequence labeling DL-model, is
first trained on the small labeled dataset and then used to
generate pseudo-labels (i.e., labels that are annotated by a
trained model instead of a human annotation) for the unlabeled
documents. As these labels are noisy, our model estimates the
model uncertainty using Monte Carlo (MC) Dropout and then
selects a subset of these pseduo-labeled data to retrain the
classifier. The contributions of this work can be summarized
as:
• A new uncertainy-based, self-training approach for

keyphrase extraction model that uses unlabeled data for
better performance.

• Introduction of Monte Carlo Dropout and model uncer-
tainty estimation for pseudo-labeled document sample
selection.

• Demonstration of the effectiveness of our approach on
a publicly available biomedical keyphrase extraction
dataset.

II. RELATED WORK

Keyphrase extraction methods mainly take either supervised
or unsupervised approach. Unsupervised approaches generate
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Fig. 1: A common baseline BiLSTM-CRF architecture for
keyphrase extraction.

candidates and rank using features such as tf-idf and topic
proportions [8], [9], graph based centrality measures [10]–[12],
and topic modeling [10], [13].

For supervised keyphrase extraction models, this can be
posed as a binary classification task [14]–[16] or as a ranking
between candidates [17]. Candidates keys are extracted using
statistical (e.g., number of occurrences, first occurrence of the
key) and structural features (e.g., part of speech tags). DL-
based models have also been used for keyphrase extraction.
For example, a Recurrent Neural Network (RNN) based ap-
proach was used to identify keyphrases in Twitter data [18]
and an attention-based neural network was used to extract
keyphrases from scientific documents by retrieving additional
information from other sentences within the same document
[19]. Most notably, Al-Zaidy et al. employed a BiLSTM-
CRF architecture to model keyphrase extraction as a sequence
labelling task [14]. Sahrawat et al. [5] evaluate the effect of
various pre-trained word embeddings on the BiLSTM-CRF
architecture for several benchmark datasets.

Since DL-models require significant labeled data, self-
training for keyphrase extraction has been explored recently
[20], [21]. Even though their approaches show performance
gains over baseline models, the uncertainty of the model is
not incorporated which can lead to poor learning and noise
propagation. We propose to incorporate the uncertainty of the
the model during self-training for further improvements.

III. METHODOLOGY

The keyphrase extraction task is formulated as a sequence
labelling task. Given a document X = w1, w2, · · · , wt where
wi is the ith token and t is the number of tokens in the doc-
ument, we predict the labels Y = {kB , kI , kO} where kB , kI
and kO denote whether the token is the beginning of, part of, or
not a part of a keyphrase, respectively. The baseline DL-model
we employ is the commonly used BiLSTM-CRF architecture
[5], [14], [20], [21] shown in Figure 1. We first briefly describe
the BiLSTM-CRF model before introducing self-training and
uncertainty estimation for keyphrase extraction.

A. BiLSTM-CRF Architecture
a) Token Emebedding: Each token, wi, is represented by

a low-dimensional vector representations xi. Any pre-trained
word embedding can be used such as Glove [22], word2vec
[23], SciBERT [24] and BioBERT [25]. Contextualized em-
beddings such as SciBERT have been shown to provide better
results [5].

b) BiLSTM Layer: A BiLSTM layer is used to encode
each document into a local contextual representation. The
BiLSTM generates two feature representations,

−→
hi and

←−
hi , for

each xi using a forward and backward LSTM, respectively.
The two representations are concatenated and then passed to

an affine transformation kt = Wa

↔
[
−→
ht ;
←−
ht ].

c) CRF: Given the sequence of tokens, CRF produces a
probability distribution over the output label sequence using
the dependencies among the labels of the entire input sequence
[26]. Given a transition matrix Γ where Γi,j is the transition
score from class yt−1 to yt, the score of an output label
sequence s is given by s(s, y) =

∑n
t=1 Γyt−1,yt

+Kt, yt. The
overall likelihood score for a given sequence is then calculated
by exponentiating the individual scores and normalizing over
all possible output sequences.

B. Self-training and Uncertainty Estimation
Self-training is a semi-supervised approach which has state-

of-the art performances across several applications [27]–[29].
Under the self-training paradigm, a teacher model is trained
on a small amount of labeled data (Dl) and used to gener-
ate pseudo-labels on unlabeled data (Du). A subset of the
pseudo-labeled data is then combined with the labeled data
to train a second model called a student model. The student
then becomes the teacher and this process is repeated until
convergence is achieved.

While several self-training keyphrases extraction mod-
els have been proposed [20], [21], they fail to consider
the teacher uncertainty. These implementations only sample
pseudo-labeled instances where the model confidence is high
in a single pass. Predictive probabilities from a softmax output
are erroneously taken as model confidence. Gal et al. [30]
demonstrate that a model can be uncertain in its predictions
even with a high softmax output. This can lead to poor learning
and noise propagation through self-training on wrong pseudo-
labels [31]. Moreover, selecting samples where the model is
very confident may not improve the performance of the student
model as these may already be correctly classified. However,
selecting samples where the model is least confident can make
it difficult to learn anything important. Mukherjee et al. [31]
proposed to select examples based on the uncertainty of the
teacher model to improve the self-training process by modeling
a distribution over the parameters through Bayesian Neural
Networks to reflect model uncertainty. Unfortunately, direct
adoption of this framework is not straightforward as questions
arise from the multiple pseudo-keyphrase annotations associ-
ated with each document.

Based on the promising results of using uncertainty
to improve the self-training process, we introduce a new
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uncertainty-based self-training model for keyphrase extraction.
For each sample in the unlabeled data (Du), we use Monte
Carlo dropout [30] to simulate a Bayesian approximation to
quantify the uncertainty associated with the teacher model ft
with corresponding model parameters W . This means that M
forward passes are performed where stochastic dropouts are
applied to each hidden layer (W̃m) to approximate the model
output as a random sample from the posterior distribution as
in [31]. It is important to note that this process will create
different pseudo keyphrases for each document since dropouts
are activated during inference as well. Thus for each unlabeled
sample xu, there are M pseudo-labels for each token in the
document, y∗1 , · · · , y∗M . The pseudo-labels are used to compute
the stochastic mean and variance of xu:

E(y) =
1

M

M∑
m=1

y∗m(x) (1)

V ar(y) ≈ 1

M

M∑
m=1

y∗m(x)>y∗m(x)− E(y)>E(y) (2)

From these, model uncertainty is approximated by the
summary of variance of the model outputs from the mul-
tiple forward passes. The uncertainty for a given unlabeled
document is the mean of the uncertainties of the individual
tokens. This gives us the pseudo-labels with their correspond-
ing uncertainties u1, u2, ..., um for each unlabeled document
xu. Pseudo-labeled samples with low uncertainty values are
considered easier while high uncertainty valued samples are
harder for the teacher model to predict. To enhance the student
learning, we select samples with the average uncertainty value
less than a threshold (we used 0.2 since this gives the best
results on the validation set). This helps with selecting some
samples where the teacher model is not very certain.

Algorithm 1 outlines our uncertainty-based self-training
process for keyphrase extraction.

Algorithm 1: Pseudo-code for iterative self-training

Train ft teacher model with parameters W on Dl;
while not converged do

for x ∈ Du do
for m ∈ {1, · · · ,M} do

W̃m ∼ Dropout(W ) ;
y∗m = softmax

(
f (Wm)(x)

)
;

end
Calculate stochastic mean and variance of x ;

end
Sample instances with uncertainty less than a given

threshold (α) ;
Retrain model W using the combined data ;

end

IV. EXPERIMENTS

Datasets. We ran our experiment on a publicly available
scientific keyphrase dataset: PubMed [32]. PubMed contains

2532 articles from PubMed Central Open Access Subset with
at least 5 author-provided keyphrases. Since we use a sequence
labeling formulation, the document/keyphrases data pairs are
prepared such that each document is a sequence of word
tokens, where the positive labels (kB , kI ) are used if the word
occurs in a keyphrase and a negative label (kO) if it is not
part of the keyphrase.

For the self-training based model, we use an unlabeled
dataset. For the PubMed keyphrases, we utilize PubMed-
Medline1 which contains over 28 million abstracts of biomed-
ical journals.

Experiment Settings. The baseline models are Bi-LSTM-
CRF with two different word embeddings: 768-dimension
SciBERT [24], and 768-dimension BioBERT [25].

For the PubMed dataset, we split into 80%, 10%, and
10% for training, validation and testing, respectively. The
Bi-LSTM-CRF models are optimized during training using
stochastic gradient descent with a learning rate 0.0001. Gradi-
ent clipping of 5.0 is used to prevent the gradient from over-
flows during back-propagation. In addition, we use dropout to
avoid over-fitting. We evaluate the models using the F1 score
on the test set using three different runs.

A. Evaluation Results

To quantify the performance benefits of self-training for
keyphrase extraction, we have used two of the best performing
pre-trained models commonly used: SciBert and BioBert.
These pre-trained models already achieve state-of-the art per-
formances in many downstream tasks. We fine-tuned the pre-
trained models by adding a Bi-LSTM and CRF layers with
small labeled data available. After fine-tuning on the small
labeled data, we use the self-training module to keep sampling
from the unlabeled set.

The performance comparison of the baselines and our model
is shown in Table I. Since pre-trained models already use large
amount of unlabeled data, it’s usually cumbersome to squeeze
out performance improvements. Our model shows significant
performance gain on the PubMed dataset compared to the
baselines. The improvement gained from our model is not
as large on the INSPEC dataset compared to the other self-
training based baselines. However, we still get improvements
over pre-trained strong baselines showing the potential of self-
training to improve down stream task fine-tuning.

For the sake of comparison with common unsupervised
approaches, we have ranked our keyphrase tagging based on
the model uncertainty. In Table II we show F1 scores when
extracting 5,10, and 15 keyphrases from a document. The
results on the PubMed dataset show that unsupervised methods
lag way behind their supervised counterparts as our model
performs magnitudes better.

V. CONCLUSION

In this paper, we proposed a new uncertainty-based self-
training keyphrase extraction method that utilizes unlabeled

1https://www.nlm.nih.gov/databases/download/pubmed medline.html
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TABLE I: Comparison of model performance by fine-tuning
pre-trained models

Model F1 score
Bi-LSTM(SciBert) + CRF 0.765(±0.003)
Bi-LSTM(BioBert) + CRF 0.768(±0.003)
SciBERT + JLSD( [20]) 0.765(±0.003)
SciBERT sahrawat( [5] 0.766(±0.002)
Ours(BioBert + CRF+ Self) 0.773(±0.002)

TABLE II: Comparison of common unsupervised models and
our model on PubMed dataset

SingleRank PositionRank TopicRank Ours
F1@5 15.2 18.3 26.4 36.2
F1@10 16.3 18.3 28.7 54.3
F1@15 19.2 20.9 29.2 64.5

data to augment small labeled training data. We introduce
Monte Carlo dropout to approximate the model uncertainty for
each pseudo-labeled document. The uncertainty is then used
to sample specific documents to retrain the model using the
combined data.This iterative Teacher-Student model training is
performed until convergence is achieved. The empirical results
on the two datasets showcase that self-training can provide an
performance improvement, especially for PubMed where there
is a significant unlabeled corpus.
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